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Executive Summary:
First Report on Evolvable Systems

This document summarizes deliverable D3.1.a of project FP7-231620 (HATS), an Integrated Project supported by the 7th Framework Programme of the EC within the FET (Future and Emerging Technologies) scheme. Full information on this project, including the contents of this deliverable, is available online at http://www.hats-project.eu.

This deliverable reports on the investigations pursued in the setting of Task 3.1. The goal of this task is to analyze and model fundamental aspects of system and component evolution, formally pin down and compare the concepts, construct scenarios, and build formal execution models that can be subjected to evaluation, theoretical examination, comparison, and simulation.

The investigations of Task 3.1 form two research lines. In the first line, three different forms of software/system evolution are selected from the evolution space in order to develop a precise basis for these forms. In the second line, the effect of evolution on different concerns is investigated.
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Chapter 1

Introduction

The reasonable man adapts himself to the world; the unreasonable one persists in trying to adapt the world to himself. Therefore all progress depends on the unreasonable man.
- George Bernard Shaw (1856 - 1950)

Today's long-living software systems are all but static monoliths. Embracing evolution is one of the key requirements for the longevity of such systems. In many cases, however, uncontrolled change (evolution) leads to unmanageable software or even to disaster. The typical example which demonstrates the consequences of non-proper evolution of a software system is the Ariane 5 crash for which the inadequate reuse of an older Ariane 4 software module was blamed. Only three of the seven integer variables in the module were checked against overflow conditions, the remaining four were proven not to overflow, however only for the Ariane 4 system. Unfortunately, these proofs were not valid anymore in the setting of Ariane 5.

Building the foundation for adaptable software is of upmost importance in the HATS project. Software evolution as a process is different from software construction. According to [39], “the ability to change is now more important than the ability to create [e-commerce] systems in the first place”. In order to support the software/system evolution process in a precise way, a formal basis is needed.

Essentially, there are three driving forces for evolution:

1. The need to adapt the systems functionality to new or changed requirements
2. The need to adapt the systems implementation and deployment to new or changed platforms or technology
3. Necessary maintenance steps including improvements and bug fixes

Changed requirements could for instance result from changes in the application domain. Changes in the platform can be triggered on all levels of the software/hardware stack. For example, they can be caused by new operating system versions, new computers, new sensors and actors, and new component frameworks. Thus, a general need for change is a natural part of the lifecycle of a software system. According to the Merriam-Webster Online Dictionary, evolution is “a process of continuous change from a lower, simpler, or worse to a higher, more complex, or better state”.

This document reports on the first phase of Task 3.1. The central goal was to characterize the different forms and concerns of software evolution steps that arise in practice and to analyze and model fundamental aspects of system and component evolution. The report is structured as follows. The rest of the introduction discusses relevant dimensions of evolution and summarizes the forms and concerns of evolution steps that we selected for investigation, how we approached the analysis of these steps, and how they are related to the goals of this task. The other sections summarize the work on the investigated specific forms and concerns of evolution.
Organization of work. In addition to bilateral visits, we had three meetings of the contributors of this task. The first one took place as part of the kickoff meeting in March. A separate one day workshop was held in Leuven in June. The third meeting was part of the annual HATS meeting in Gothenburg in September.

1.1 Dimensions of Evolution

Software and system evolution appears in various forms. In order to characterize these forms of evolution and to focus the analysis on relevant aspects, we propose to classify them according to different dimensions. The dimensions of evolution, which are of importance in the HATS project, are the following ones:

**Software development phases.** The first considered dimension of software/system evolution is the different phases of the software development. Evolution can happen in all these phases. The HATS methodology focuses on the design level and uses the models to formally state the system behavior. Changes to functional requirements and the system architecture affect the models and cause changes in the implementation, and possibly in the deployed systems. Usually evolution appears both at the inter-component and intra-component level. As a consequence, evolution carries on to the actual component development where the behavior of components is refined and implemented. At the testing phase, evolution has an influence on the tests as well as the testing methodology. In the integration and deployment phase, reconfiguration or deployment to new platforms can be seen as evolutionary steps. An important part of the software lifecycle is also the maintenance and administration, in which, for example, bugs in certain system parts are fixed.

**Static/dynamic.** Another dimension of evolution distinguishes between modification to system descriptions (models, implementations, installation scripts, etc.) and to installed and potentially running systems. In the first case, we speak of static evolution. In the second case, we speak of dynamic evolution. For example, if bug fixes are made to a large web application, the code is first rewritten in such a way that the bug does not manifest itself anymore (static evolution), then the application is patched with the bug fixes at runtime such that there is a minimal downtime. Static evolution steps are usually independent of persistent data, whereas dynamic evolution steps have to make sure that the existing data state is mapped to the new version. For example, the integration of multiple information systems requires to evolve the data model of at least one of the systems in order to realize a clean integration.

**Features.** In the context of software families and product-line engineering, evolution of single features as well as evolution of a feature model must be considered. In the former case, evolution of a feature might be easy to understand at the feature-local level. However, if this feature is mapped onto several components, it might not be trivial to understand in which fashion these components evolve. If a feature model evolves, existing constraints on the initial feature model might not hold anymore. An important problem in this context is the consistent evolution of the artifact base.

**Properties.** Evolution can be characterized according to the addressed properties. In particular, evolution may focus more on functional or non-functional aspects, or maybe both.

The above dimensions are not completely independent, but many combinations are possible. In particular, every evolution step can be done as a modification of the system description, i.e. statically, or as an update of an installed or even running system (dynamically).

1.2 Approach

We organized the investigations of this task into two research lines. In the first line, we selected three different forms of evolution from the evolution space sketched in the last section and started to develop a precise basis for software/system evolution for these forms. In the second line, we investigated the effect of evolution on different concerns. The following paragraphs introduce the research lines; the details are given in the subsequent chapters.
Forms of evolution. In the first phase of this task, we investigated three forms of evolution:

1. Static evolution of models and programs (Chapter 2)
2. Dynamic evolution of component systems (Chapter 3)
3. Dynamic evolution of code (Chapter 4)

In static evolution, an evolution step corresponds to the modification of a model description or of programs. The central question addressed in this area is how to prove that the modification of a module does not affect the overall system behavior. We investigated this question with respect to object-oriented program modules as the modeling language was not fixed when we started this work. The first result in the area is a compatibility criterion that allows to check whether a refactored module can be integrated into all possible contexts of the old module. We expect that the results can be transferred to the modeling language.

Dynamic evolution means investigating modifications to executing systems. Typical operations are re-binding and exchanging components. Two questions were investigated in this area:

1. How can we formally model evolving systems by a minimal calculus that allows to study the semantics of evolution in detail? (Section 3.2)
2. How can we realize high-level adaptation steps in distributed information systems? (Section 3.3)

Whereas the first question addresses overall consistency properties of dynamic evolution, the second question is concerned with dynamic mechanisms needed to model system evolution at runtime.

A special, but important case of system evolution at runtime is the modification of the code base of an executing system. The central concern here is not that the new code provides the desired behavior, but that the upgrade mechanism works correctly.

Concerns of evolution. In addition to identifying existing important forms of evolution and to answer the related consistency and correctness requirements, this task is as well about general concerns of software system evolution. We identified two important concerns for the HATS project:

1. Mechanisms for autonomous adaptation
2. Evolution of the software development environment

Autonomous adaptation is about the fundamental dynamic mechanisms needed to provide a system with the capability of self-adaptation. Chapter 5 addresses this concern and describes how the modeling techniques of HATS can be used to support autonomous system adaption, in particular with respect to non-functional properties (e.g., resource consumption).

During the evolution process of a software system the complete development infrastructure has to evolve as well. In this area, we focused so far on one aspect, namely the evolution of test systems (Chapter 6). In particular, concerns related to the development of evolvable test systems are considered. These concerns arise from the context that intersects the HATS methodology, the theoretical foundation of testing and industrial applications. Another concern in this area that is important for HATS is the evolution of proofs. This topic will be addressed in the next phase of Task 3.1.
Chapter 2

Static Interface Evolution

2.1 Introduction

Large systems are usually structured into smaller parts (modules), which communicate with each other through well-defined interfaces. These interfaces, very often also called application programming interfaces (APIs), may evolve over time due to several reasons. For example, additional functionality is provided in a new version of a module. Obsolete functionality may be removed or deficiencies of the old module version may be fixed. Interface evolution has an impact on both the API producer and consumer.

The maintainer of an API needs to consider whether the changes to the API guarantee backward compatibility. This is especially the case when the API of a library, which is used by a large number of projects, is evolved. As more than one API version now exists, the library developer has to maintain (e.g., bug fixes) multiple versions of the API (which may provide functionality under different APIs). This additional complexity has an impact on large parts of the software engineering process, for example testing and documentation. The API user has to make a choice which version of the API he wants to use. It might not always be useful to migrate a large part of his code to use the new API version if there is no clear benefit. Determining the benefits is a (not to be neglected) burden on the API consumer.

In the HATS project, the spatial software dimension of variability also interferes with the temporal dimension of evolution. Evolving a software architecture with multiple configurations (variable parts) is more complicated than in the single-system case. Evolution in the feature model impacts evolution of the APIs at the program or model level.

In context of the HATS project, UKL addresses the question what the API of a Java package actually is. We only consider a restricted form of API evolution of Java packages (no variability model), which is called compatibility.

Source Compatibility for Java Packages

Often library packages or packages used by third party clients have to be modified, extended, or refactored in such a way that client code is not affected. A prerequisite is that the client code at least compiles with the modified package version. For library packages and in scenarios where the client code is not known, the check has to be done only based on the old and new package versions.

If a new package version compiles with all possible client code of the old version, we say that the new version is source compatible with the old one. For languages like Java and C#, source compatibility is a complex property. As an example, we invite the reader to have a look at packages Q and R shown in Fig. 2.1.

Even for this very simple case, it takes some thoughts to prove or disprove that package R is source compatible with Q. We will show that this problem results from the complex interplay between encapsulation using access modifiers, inheritance and subtyping. To our knowledge, there are currently no tools to automatically check source compatibility. For the following reasons, we believe that a better understanding of source compatibility is needed:
Software engineering: With increased system size, separate development becomes more and more important. Thus, well-defined interfaces between package providers and clients are needed. In particular, compatible modifications and extensions of old code must be possible.

Modular refactorings: Source compatibility is the basis for modular refactorings of packages that maintain behavior in all or a well-defined set of possible contexts.

Language design: Future module systems for object-oriented language should simplify compatibility checks and the specification of module contracts.

Our general goal is to consider compatibility as a foundation to study the evolution of API’s on the source level. In particular, we use Java packages to technically investigate the following questions:

What is encapsulated within a package? Java packages in combination with access modifiers provide encapsulation. When creating a library, a designer has to be careful to encapsulate all implementation details that should not be accessible from the outside. In Java and similar languages, however, it is not clear what the interface of a package is. For example, and as illustrated later, the relationship between non-public types can influence compatibility. Thus, it needs to be documented as part of the package API.

Can we simplify compatibility checking without restricting Java too much? In the following, we present techniques to simplify syntactic compatibility conditions. We propose small changes to Java’s well-formedness conditions that make reasoning about compatibility a lot easier. We provide empirical evidence that this does not lead to practical limitations.

2.2 Results

The central result of our investigation is a technique to make source compatibility checkable. The result is based on the following technical contributions and discussed in more detail in [117]:

1. We define and discuss source compatibility for packages.

2. We provide a formal definition of the context conditions and typing rules for a Java subset with all modifiers covering access modifiers, as well as abstract and final program elements. For the relevant aspects, the definition goes beyond existing formalizations of Java’s static semantics.

3. We present syntactic conditions for checking source compatibility that avoid the quantification over all contexts.

4. We prove that the syntactic conditions are necessary and sufficient. In particular, we develop a new proof technique for static context abstraction.
5. We discuss possible improvements to Java’s context conditions (e.g., public methods can only have public types in their method signature) to simplify source compatibility checking and present an investigation how far such simplifications affect existing code. Furthermore, we illustrate the relation of source compatibility and modular refactoring.

Illustration

We now illustrate source compatibility by the previously given example assuming that the reader knows Java’s access rules. We consider two implementations \( Q \) and \( R \) of a package with name \( p \). Let \( K \) be some arbitrary program context, consisting of one or several packages, that uses \( Q \) such that the program \( KQ \), consisting of \( K \) and \( Q \), is well-formed according to the context conditions and typing rules of Java. Is \( KR \) well-formed as well? Or, to put it differently, is there a program context which compiles with \( Q \) but not \( R \)? The answer is: Yes. Both versions of class \( c \) define a field \( f \) of non-public type \( i \) and \( d \), respectively. If we have a context which has a variable \( v \) of static type \( c \), the cast expression \((\text{Comparable})v.f\) is well-formed for \( Q \) (as there might be an object of an interface type \( \text{Comparable} \) referenced by \( f \)) but not for \( R \) as it can be statically ensured that the class can never have a subclass implementing the interface \( \text{Comparable} \).

If we remove the final modifier on class \( d \), does this ensure compatibility of \( R \) with \( Q \)? To answer this, let us consider the expression \( \text{this}.f = \text{this}.g \). The expression is well-formed in a subclass of \( c \) when \( Q \) is used (as \( c \) is a subtype of \( i \)) but not when \( R \) is used (no subtyping between \( c \) and \( d \)). The same issue would still occur if both fields \( f \) and \( g \) have a non-public type (in the given example, only \( f \) has a non-public type). Thus, it can have an effect on the well-formedness of entities outside of a package whether two non-public types are in a subtype relationship. If we have, for example, two (accessible) fields of non-public types which are in a subtype relation in \( Q \) but not in \( R \), we can easily construct an expression which types with \( Q \) but not \( R \). The same is applicable if, instead of the field which we assign to, there is a method with a non-public parameter type, or if, instead of the field we assign from, there is a method with a non-public return type.

Another difference between \( Q \) and \( R \) is the access modifier of the field \( g \). As it is more accessible in \( R \), it should be accessible in all contexts of \( Q \). Can we conclude that the difference does not lead to incompatibility of \( Q \) and \( R \)? And how does the additional method \( m \) in \( R \) and the missing abstract modifier of class \( c \) in \( R \) affect compatibility? In our investigation, we develop syntactic conditions to answer such questions automatically.

Related work

Dmitriev [29] investigates make technology for the Java language, in particular how a change to a class may affect other classes. Source incompatible changes (at the class, not package level) are listed in a semi-formal way, but neither proven necessary nor sufficient. To our knowledge there is no other work that makes source compatibility the focus of investigation. In the following, we relate our topic to work on behavioral or contextual equivalence for object-oriented components, binary compatibility, new OO module systems, language specification aspects, and refactoring techniques.

Behavioral equivalence. Two classes, two packages, or generally two components are called behavioral equivalent if they have the same interface behavior. Source compatibility is a prerequisite for behavioral equivalence: If two components are not source compatible, there is a context that compiles with one, but not with the other component and thus the components are not equivalent. Koutavas and Wand [70] present proof techniques to show that two classes are equivalent, but source compatibility is almost trivial in the language subset they consider, without packages and with only very restricted use of access modifiers. Closely related to our work is the notion of compatibility of Jeffrey and Rathke [58] who develop a fully abstract trace semantics for a Java-like core language with a package construct. They develop a syntactic characterization of compatibility [58, Sect. 3] as a prerequisite to a fully abstract semantics of packages. However, the setting they consider has a non-standard package concept and only two different access modifiers.

\[ \text{Their work provided one of the starting points of our studies.} \]
Binary compatibility. Chapter 13 of the Java Language Specification defines properties for binary compatibility: a set of changes that developers are permitted to make to their packages, classes or interfaces. This set must guarantee that preexisting class files which linked with the previous (package, class or interface) versions still link with the current versions. As already mentioned in the JLS (Section 13.2), binary compatibility is different from source compatibility. For example (Section 13.4.6), introducing a new field, with the same name as an existing field, in a subclass of the class containing the existing field declaration, does not break binary compatibility with preexisting binaries. However, at the source code level, this may lead to source incompatibility (typing error). A new declaration is added, changing the meaning of a name in an unchanged part of the source code, while the preexisting binary for that unchanged part of the source code retains the fully qualified, previous meaning of the name.

In our opinion, this notion of (binary) compatibility is not the right one for our use. If we consider the case that a library developer has made binary compatible changes to his code, a client developer may not be able to recompile his (ongoing project) client code with the new version of the library (e.g., if he wants to make some fixes to his client code). Another important issue with the compatibility as defined by the JLS is that only sufficient conditions are given (e.g., Section 13.3). Furthermore, different encapsulation boundaries are considered (e.g., packages, classes and interfaces) which complicate the presentation even more.

Forman et al. have investigated binary compatibility for IBM’s System Object Model. They provide a set of transformations which should guarantee compatibility, but do not provide any proofs. Drossopoulou et al. analyzed binary compatibility as it is defined in the JLS, show that some of the transformations described in the JLS do not guarantee successful linking, and prove their own binary compatibility criteria correct for a Java subset. However, they do not consider whether the criteria they give are necessary conditions for compatibility.

Module systems and language design. New module systems for Java have been proposed, e.g., and are under current consideration for the new Java 7 language. These module systems do not really solve the question, what the API of a module is. Very often, this is defined as the aggregation of the API of a set of packages or types. However, it remains unclear what the actual API of a package or type is. We hope that the compatibility conditions we present initiate further research on alternative definitions of modules and their interplay with compatibility.

The following work studies the Java accessibility modifiers. Müller and Poetzsch-Heffter identify the changes that access modifiers in a program can have on the program semantics. Schirmer gives a formalization of the access modifiers and shows interesting runtime properties with respect to access integrity. The Java subset we formalize further considers the modifiers abstract and final, which also have a huge impact on compatibility.

A setting similar to ours is the fragile base class problem. It studies the effects that changes in a (base) class can have on its subclasses.

Refactoring. There exists a lot of work in the refactoring community to deal with API evolution. Most solutions work by creating compatibility layers for the libraries or adapting the client programs (in binary and source setting), for example, but this addresses a different issue. The question, what the API of a library actually is, is left unanswered or only partially answered for a fixed set of clients.

Steimann and Thies describe a semantic-preserving refactoring technique to refactor programs under constrained accessibility. However, as for most of the work on refactoring, they operate on programs where all accesses to program entities are known, i.e., the usual closed-world view. Our goal is to have a refactoring technique which is modular in the sense that the parts of the library, which form the API, are only modified in a compatible way.

Not even these hold true, as shown in.
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2.3 Outlook

2.3.1 Static Compatibility Checking

The compatibility conditions were designed in a way which easier allows them to be proven necessary and sufficient. They are not ideal for automated checking. It would lead to checking many sub-conditions several times, but it provides the specification for better algorithms.

Besides looking for more efficient checking algorithms, future work should extend the approach to include larger subsets of the Java language. Especially static members, nested classes, nested packages and constructors with reduced accessibility and generics can affect the compatibility conditions. Furthermore, another simplification should be dealt with. We considered the set of package, class and variable identifiers to be disjoint in our formalization, which is not the case in Java. We also avoided issues of ambiguous type names, as we require all our type names to be fully qualified. To avoid problems resulting from ambiguous names, one might want to restrict the set of contexts (e.g., contexts should not use import wildcards).

Instead of defining the syntactic compatibility relation directly on package implementations, as it is done in [117], it is also possible to derive some (syntactic) package signatures from the implementations and then define compatibility based on these signatures. This is a two-step process which might lead to better module/package designs. Currently, the package signature is hidden in the definitions of compatibility. A possible application for this is modular typechecking at the package level, e.g., the compiler may not need to know about non-public types to typecheck other packages. It would also be interesting to apply the proof approach to other programming languages and module systems.

2.3.2 Modular Refactoring

Most semantic-preserving refactoring techniques assume that the complete program is available (the usual closed-world view). They allow to reason about semantic preservation of refactorings for one single context, the given program. This might fit well for developers of a single program, but not at all for library or component developers. While most of the existing work which tries to address this issue, e.g., [7, 28, 45, 53], tracks modifications of the library and creates compatibility layers or adapts the clients, we consider a far simpler setting where no such tracking is needed.

Let us consider the Rename Variable refactoring as described in [101]. The refactoring should work in such a way that all bindings are preserved, i.e., all accesses to a declaration should be preserved by the renaming. In a complete program, all accesses to a declaration are known. In the setting of refactoring a library, however, this assumption does not hold.

We see two ways to realize modular refactoring. One way would be to do the refactoring and then check if the new library version is (syntactically) compatible with the old one. Another way would be to statically prove that a certain class of refactorings guarantee (syntactic) compatibility. One could also restrict the set of possible contexts by describing acceptable contexts syntactically in the signature (contract) of the package. We plan on further investigating both scenarios in the future.

2.4 Conclusion

Every module system should be able to deal with the following simple question: What is the API of a module? We have shown that, in languages with complex encapsulation properties like Java, this question is far from trivial to answer. We have demonstrated how to derive necessary and sufficient syntactical conditions for compatibility. This syntactic characterization of compatibility gives new insight into the encapsulation of Java packages and provides a basis for further studies on module systems and modular refactoring techniques.
Chapter 3
Dynamic Component Evolution

3.1 Introduction
Evolvability is an important issue in complex software systems. The needs and requirements on a system may change over time. This may happen because the original specification was incomplete or ambiguous, or because new needs arise that had not been predicted at design time. As designing and deploying a system is costly, it is important that the system is capable of adapting itself to changes in the surrounding environment.

By dynamic evolution of a system we refer to the possibility that the functionalities offered by the system may change over time. This may involve reconfiguring and updating applications to meet new requirements and new operating conditions, which were unexpected when the application has been developed and deployed. An effort has been initiated in BOL with the goal of isolating interesting constructs for expressing dynamic evolvability. The constructs should be expressible enough to model common patterns of evolvability for systems, and at the same time should be mathematically robust so to allow verification of desired behavioral properties of the system. Two directions of work have been pursued.

The first direction aims at isolating a core calculus of evolvable components, following the process calculus tradition. The main problem was isolating primitives that capture the relevant concepts of component-based systems and common evolvability patterns for them.

In the other direction, a new, language-independent, approach is studied based on the combination of adaptation hooks provided by the adaptable application, specifying where adaptation can happen, and adaptation rules external to the application, specifying when and how adaptation can be performed. Specifically, the application publishes an interface including a list of activities that could be updated. An adaptation manager includes a list of rules specifying how and under which conditions an activity of an application has to be updated, keeping into account its state and the required non functional properties. If the rule applies, the new code for the activity is sent by the adaptation manager to the application and replaced for the old one. As a proof-of-concept implementation we have produced JoRBA (Jolie Rule-Based Adaptation framework) [63], based on the service oriented language Jolie [83], realizing the mechanisms described above.

3.2 A Model of Dynamically Evolvable Components

3.2.1 Results
In our first line of work, we have followed the process calculus approach. Process calculi have been successfully employed in the modeling, analysis, and verification of concurrent and distributed systems. They are particularly interesting when it comes to understanding linguistic constructs targeted to specific needs — in our case evolvability

---

1 The same also applies to sequential computations, for core calculi such as the λ-calculus; several extensions of the λ-calculus, targeted to specific needs, have been studied.
When trying to formalize a calculus of evolvable components, we first had to decide how components should be represented. In recent years, proposals of calculi for distributed systems have been put forward with explicit notions of location (also called site). While locations may allude to components, the differences between the two concepts remain noticeable. In particular locations do not have explicit notions of interface.

To represent components, we have used ideas from object-oriented languages of interest in HATS, as well as ideas from components as used in complex software systems and Software Families (cf. presentation by Frank van der Linden at the general HATS meeting, or the Fractal component architecture). Suggestions and discussions from Arnd Poetzsch-Heffter (during a visit to Bologna and during HATS meetings) as well as the work on CoBoxes [100] have also been very influential.

We have designed a basic calculus of components, called MECo (Model of Evolvable Components). We have experimented with a number of operators, especially related to adaptability and evolvability. Those retained for MECo seemed to us a reasonable compromise between practical component needs (as, e.g., in Fractal component systems) and conciseness. The main features of MECo are: a hierarchical structure of components; a prominent role to input/output interfaces; the possibility of stopping and capturing components; a mechanism of channel interactions, orthogonal to the activity of components, with tunneling effects that bypass the component hierarchy. Interactions along channels may be triggered when a method in the input interface of a component is invoked. Channels can be used to implement sessions of interactions between components.

The activity of components is local: when the body of the method of a component is executed, calls may only be issued to inner components or to components that are reachable via output port bindings. In particular, the environment surrounding a component $c_1$ may call $c_1$ but not components internal to $c_1$. Such components are only reachable if some input port of $c_1$ forwards messages to them.

Other than through component methods, interactions can take place through channels. When a component calls another one, the first may pass a private channel to the second; this channel can then be used for further interactions between the two components (other components may actually get involved, if the channel is sent around). Creation and communication of channels can lead to tunneling effects: for instance a component $c_1$ calls a component $c_2$ that forwards the message to some inner component $c_3$. If the message contains a channel, then $c_1$ and $c_3$ can use the channel for direct interactions.

Components are stopped by means of a construct, extract, reminiscent of the passivation operator of calculi such as Kell [103] and Homer [54, 15]. The extract operator, when applied on a component, say $c$, intuitively allows us to stop $c$ and extract its current state and functionalities (the methods); now $c$ can be manipulated, for instance wrapped inside another component so to modify or hide certain methods of $c$ to the external environment, or to restart $c$ with a different output port binding so that $c$ will use different resources from the environment. The extract operator is the only one that permits modifications of the structure of components which is otherwise static.

In the paper [84], we present the calculus and explain the syntax. We then formulate its operational semantics. We have equipped the calculus with a basic type system to avoid run-time errors. A number of examples how the calculus is used are presented. In particular, we show how various patterns of evolvability of components are captured; they include:

Rebinding. Rebinding is a technique for modifying the output port bindings of a component at runtime. This is done by extracting the component and putting it into execution with the new output port definitions.

Interceptors and wrappers. Both the interceptor and the wrapper patterns are about modifications of the functionality of a given legacy component. The two techniques are similar in their basic concepts but the structures resulting from their applications are different, and this may affect the interactions with other components, as commented at the end of the section.

There are two kinds of interceptors: input interceptors and output interceptors. Input interceptors are used to adapt the input interface of the legacy component by intercepting calls for it from other components, whereas output interceptors intercept calls coming out of the output ports of the legacy component.
Input interceptors can be used for making the same component available under multiple identities, and for exposing a different interface. There are three possible cases: offering a new method (the system may have more requirements than what the legacy component supports); hiding a method (for encapsulation or security purposes); changing the behavior of a method.

Output interceptors are supposed to capture outgoing calls issued by the legacy component and then trigger some actions.

While interceptors execute as siblings of the legacy component, a wrapper captures the legacy component (the wrapped component) and executes it as an inner component of another one (the wrapper), that is responsible for offering a modified view of the wrapped component.

There are important differences between interceptors and wrappers when adapting a legacy component. On one hand, a wrapper has tighter control on the legacy component, as the legacy component becomes an inner component; thereafter, wrapping and wrapper components can be treated as a single unit. On the other hand, a wrapped legacy component is not anymore reachable from the rest of the system other than through the wrapper itself, whereas with interceptors the legacy component remains reachable by those components that know its identity.

### 3.2.2 Related Work

The closest process calculi to ours are Kell [103] and Homer [54, 15]. These are calculi of mobile distributed processes in which computational entities may move in a dynamic hierarchy of locations. They have passivation operators that behave similarly to the extract of MECo. We may also see these calculi as calculi of components, thinking of locations as component boundaries. The main differences between Kell/Homer and MECo is the explicit use of interfaces in MECo (interfaces make MECo components look like objects, in fact, more than Kell/Homer locations). Another difference is the presence of channels in MECo; the resulting tunneling effects are not possible in Kell or Homer where communication is local. The relation of MECo with other process calculi with locations, e.g., Ambients [17] and Seal [116], is weaker.

### 3.2.3 Outlook

The study of MECo is, admittedly, in a preliminary stage; for instance, as discussed below, typing is very rigid, and behavioral equivalences remain unexplored. Also, and most important, more experimentation with examples is needed to test the constructs chosen in MECo.

For the future, we should also explore refinements of the basic type system, especially subtyping. Ideas from object-oriented languages should be useful here too, though output interfaces will require extra care. This may also lead to refining the present channel interactions of MECo into notions of session from Service-Oriented calculi, e.g., [16, 114].

In another direction, we would like to examine stronger forms of run time errors, whereby if a call to a component is made, then one is ensured that a component capable of consuming the message does indeed exist. As a prerequisite one would probably have to record the set of components that a process needs for its execution. This is non-trivial, as component identities may be communicated and components may be passivated.

Another issue to study in MECo may be behavioral equivalence; for instance, one may be able to establish behavioral properties on the evolvability patterns studied, so to be able to actually prove that an evolvability step is transparent to clients.

### 3.3 A Framework for Rule-Based Dynamic Adaptation and Evolution

#### 3.3.1 Results

While experimenting with process calculi primitives, we also took a more pragmatic approach to dynamic adaptation and evolution. When developing an adaptable application, or an application that should evolve
over time, it is common to put most of the information concerning adaptation and evolution inside the application itself, via dedicated constructs \cite{37} or architectures \cite{41}. In case of adaptation this is called \textit{built-in} adaptation.

However, in most of the cases, the exact ways in which the application should change are neither known at design time, nor at application deployment time. Thus we looked for approaches minimizing the information needed in the early stages. Clearly, however, an adaptable application must provide some \textit{adaptation hooks}, to be exploited by the \textit{adaptation manager} external to the application to change the application itself. In \cite{57} we propose a rule-based approach following these principles. We concentrated on adaptation, leaving for the future the analysis of how to apply those mechanisms for evolvability. The approach is language-independent, but has also been put at work in practice using language Jolie \cite{83,62}, a language for programming service oriented applications. A prototype of our implementation can be found at \cite{93}.

The main idea is that an adaptable application has an \textit{adaptation interface}, i.e., it makes public and exposes via this interface information concerning some of its \textit{domain activities} (or simply activities). These are the activities that can be updated and replaced at runtime. In our approach, in fact, it is necessary to know at design time where adaptation can happen (i.e., which are the involved activities, and a few information about them), but it is not necessary to know which conditions will trigger the adaptation and which updates will be performed on the application. These last pieces of information will be provided by a set of \textit{adaptation rules}, which are external to the application, managed by a dedicated adaptation manager, and can be created and replaced at any time regardless of the state of the application. Each such rule specifies a possible adaptation, including a description of the activities that can be adapted by the rule (to be matched by the description of the activity which is part of the adaptation interface of the application), an applicability condition that checks whether adaptation is applicable, referring to both variables of the adaptation manager (containing information on the environment) and public variables of the application (again, included in the adaptation interface), the new code for the activity, and information about the non-functional properties provided by the new implementation, to be compared with the ones provided by the current implementation.

At runtime, those rules are matched with the adaptable activities in the applications in the range of the adaptation manager. If one of them applies, then adaptation of this activity is performed. In particular, the new code of the activity is sent to the adaptable application and replaced for the old one. All the information needed for enacting this process is part of the adaptation interface of the application. In particular, the new activity should be able to interact with the rest of the application via the set of public variables of the application.

We have validated our approach by implementing a prototype \cite{93} of an adaptable application (a skeleton, to be extended with the user defined code of the application) and of adaptation manager in Jolie \cite{83,62}. We have chosen Jolie since a service oriented language is a good candidate to realize dynamic interactions between the different components involved in the adaptation process, e.g., the applications and the adaptation manager. Jolie, in particular, provides primitive mechanisms which were very helpful for our task. For instance, Jolie \textit{dynamic embedding} has been used to dynamically install the new code for activities when adaptation is performed. The prototype also implements a simple traveling scenario. We describe one of the adaptation examples below.

Assume that Bob is traveling from Bologna to Trento for a working meeting. He has an application on his mobile phone taking care of the travel, e.g., buying the necessary tickets and instructing Bob about what to do. Bob was supposed to take an intercity train which takes 2h41m and costs 20 euros. When he arrives at Bologna’s train station, the mobile phone enters in the range of Bologna’s train station adaptation manager. Assume that a new FrecciaRossa connection (Italian high speed train) is available from Bologna to Trento, which takes 1h23m and costs 32 euros. This is reflected by a rule able to adapt all the activities related to taking trains which can be replaced by FrecciaRossa trains. Thus the new non-functional properties of the FrecciaRossa are compared with the ones of the old connection according to Bob’s preferences, and if judged better the activity for booking and taking the new train is replaced for the old one. The new code will be used each time such an activity is executed, thus the application has actually evolved. Having an actual code update instead of a simple data update allows to change the logic of the application. For instance, the booking of the FrecciaRossa train may use a communication protocol that is different from the other trains.
Table 3.1: Features of frameworks for dynamic adaptation

<table>
<thead>
<tr>
<th>Framework</th>
<th>Dynamic adaptation rules</th>
<th>Dynamic rule selection</th>
<th>Functional improvement</th>
<th>Non-functional optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanoudakis et al.</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Narendra et al.</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>METEOR-S</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>PAWS</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Our framework</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Other scenarios for adaptation implemented in our prototype include renting a car if the train is cancelled and taking a taxi (instead of a bus) from Trento’s train station to the meeting place if the train arrives late.

3.3.2 Related Work

Most of the approaches to adaptation found in the literature concern built-in adaptation, i.e., the adaptation logic is completely specified at design time. They concentrate on how to specify adaptation mechanisms and adaptable applications, exploiting different tools. For instance, the specification may be performed by extending standard notations (such as BPEL [87]) with adaptation-specific tools [66, 77], using event-condition-action like rules [9, 23], variability modeling [50] or aspect-oriented approaches [69]. Other work extends Software Architectures [90] to deal with adaptation, giving rise to Dynamic Software Architectures (DSAs) [71, 41]. Many research work focuses on the design and analysis of DSAs by applying formal methods [2, 14]. Other approaches to built-in adaptation instead define novel languages to specify structural reconfiguration aspects [46, 71, 112].

There is a main difference between the proposals listed above and ours: their adaptation logics are hard-wired into the application and defined at design-time, while we separate the running application from the adaptation logic, allowing to create and update the latter after application deployment (i.e., at runtime). Also, the proposals above are limited to a chosen language, while we propose a general approach applicable to different languages (although, clearly, we had to choose one for the implementation).

In the literature there are, however, proposals of frameworks for dynamic adaptation, all featuring an adaptation manager separated from the application. We make a comparison below, considering the following aspects: (i) whether the set of adaptation rules can be created and modified during the execution of the application; (ii) whether the choice of which rule to apply is static or dynamic; (iii) whether adaptation is aimed at changing the functionalities of the application or (iv) optimizing the non-functional properties. The results of the comparison are depicted in Table 3.1. Notably, all the listed approaches are in the service-oriented field.

In [105] the authors consider the problem of adapting the application by replacing malfunctioning services at runtime. The adaptation rule is fixed at design time, but it is dynamically applied by a manager component that monitors functional and non-functional properties, creates queries for discovering malfunctioning services and replaces them with dynamically discovered replacements.

[86] proposes an aspect-oriented approach for runtime optimization of non-functional QoS measures. Specifically, it allows to adapt non-functional properties of service compositions by changing the non-functional properties of their components. Here aspects replace our adaptation rules. They are statically defined, but dynamically selected.

The METEOR-S framework [115] supports dynamic reconfiguration of processes, based on constraints referring to several QoS dimensions. Reconfiguration is performed essentially at deployment-time.

PAWS [5] is a framework for flexible and adaptive execution of web service-based applications. At design-time, flexibility is achieved through a number of mechanisms, i.e., identifying a set of candidate services for each process task, negotiating QoS, specifying quality constraints, and identifying mapping rules for invoking services with different interfaces. The runtime engine exploits the design-time mechanisms to
support adaptation during process execution, in terms of selecting the best set of services to execute the process, reacting to a service failure, or preserving the execution when a context change occurs.

3.3.3 Outlook

The work above can be extended in many directions. First of all, a few aspects of the current approach need to be refined. One of those aspects is the description of the activity. For now, we just have syntactic matching of the descriptions, but one can consider more general descriptions, specifying the minimum requirements the activity should satisfy, e.g., exploiting some ontology. Another aspect that needs to be refined is the management of functional updates. At the moment, a functional update simply has the compulsory flag set to true. However, one needs to ensure that competing updates are managed in a safe way, avoiding, e.g., to replace old activities for newer ones. On the non-functional side instead, it would be interesting to relate the non-functional properties of the activities to the non-functional properties of the whole application, as to perform a more informed choice.

As a more long-term plan, we would like to target our approach towards stronger forms of evolvability, to allow deeper changes in the applications. An interesting possibility may be to combine the techniques studied in MECo, in order to obtain more complex transformations than just replacements of whole activities.
Chapter 4

Dynamic Evolution of Code

4.1 Introduction

In long running (or eternal) systems, deployed software units often need to evolve over time e.g., due to maintenance needs and bug fixes, changing user requirements, and changing environments. In systems with high availability requirements, the evolution of the systems must happen without disrupting regular functionality. In the object-oriented setting, it is natural to organize dynamic evolution of code in terms of object-oriented abstractions; i.e., methods, classes, and interfaces. An advantage of this approach is that the upgrade system becomes modular: all instances of the upgraded class will evolve. We illustrate the basic idea by the following example.

Motivating example. We adopt a separation of concerns between external service specifications, given as interfaces, and implementation code, organized in classes. Object pointers are typed by interfaces while objects are instances of classes. A type system is used to ensure that methods invoked on object pointers are supported by the objects. Consider a simple scenario with three classes \( C_1, C_2, \) and \( C_3 \), where \( C_3 \) inherits from \( C_2 \) (the comment \( V : n \) means version \( n \) of a class, whereas \( U : m \) means upgrade \( m \) applied to that class):

```java
class C1 {  // V:1,U:0
    void run(){
        n(); run()
    }
}

void n(){...}
}

class C2 {  // V:1,U:0
}

class C3 extends C2 {  // V:1,U:0
}
```

The example sketch is given in the Creol language [60, 61], a predecessor to ABS. In the example, \( U:0 \) comments that a class has not (yet) been upgraded. Here, \( C_1 \) objects are active as the \( \text{run} \) method is activated at object creation, with a nonterminating behavior consisting of repeated local calls to a method \( n() \). The external functionality of each class is given by its interfaces. None are given here, so in this example only internal calls are possible in \( C_1 \).

By dynamically upgrading the class \( C_2 \) with a new method \( m \), this method will become available via objects of class \( C_2 \) and its subclass \( C_3 \). However, after the update the new method is only known internally in these classes. In order to export the new functionality, we dynamically add a new interface \( I \) providing a method \( m() \) with an appropriate signature, after which \( m() \) may be invoked on pointers typed by \( I \). If we can type check that \( C_3 \) implements \( I \), it is type-safe to bind a pointer typed by \( I \) to an instance of \( C_3 \) and invoke the
new method \texttt{m()} on this object. This may be achieved by dynamically redefining method \texttt{n()} in class \texttt{C}_1 to create an appropriately typed instance of \texttt{C}_3 and invoke \texttt{m()} on this instance, for instance by the code

\begin{verbatim}
I x; x := new C_3(); x.m()
\end{verbatim}

These dynamic updates may be realized by four update messages added to the running system: introducing \texttt{I}, upgrading \texttt{C}_1 by the redefinition of \texttt{n()}, \texttt{C}_2 by a new method \texttt{m()}, and \texttt{C}_3 by the new interface \texttt{I}. After successful upgrades (\texttt{U:I}), the following classes replace the previous runtime class definitions:

\begin{verbatim}
class C_1 { // V:2,U:1
    void run(){
        n(); run()
    }
    void n(){I x; x := new C_3(); x.m();}
}
class C_2 { // V:2,U:1
    void m(){...}
}
class C_3 implements I extends C_2 { // V:3,U:1
}
\end{verbatim}

Furthermore, the active behavior of existing instances of \texttt{C}_1 now create instances of \texttt{C}_3 on which the new method \texttt{m} is invoked.

In the general setting of distributed systems with high availability requirements, the evolution of the running code should ideally not interfere intrusively with the normal operation of the system, but rather propagate asynchronously and propagate local changes. However, there may be dependencies between different upgrade operations, as illustrated by the example above. A type-safe introduction of these upgrades in such a distributed setting requires a combination of type checking and careful timing of upgrade operations at runtime. In particular, the redefinition of method \texttt{n} has an immediate effect on any instance of \texttt{C}_1. In order to avoid errors, this upgrade cannot be applied before \texttt{C}_3 implements the new interface \texttt{I}. However, the addition of the new interface requires the presence of method \texttt{m()}, which in turn requires that the application of the upgrade of \texttt{C}_2 has already occurred. In fact, \texttt{C}_3 has been upgraded twice, once directly and once indirectly through the upgrade of \texttt{C}_2. Our proposed mechanism of class updates formalizes an asynchronous runtime update mechanism which handles these dependencies, maintaining runtime type safety throughout the upgrade process.

\paragraph{Related work.} A number of approaches to runtime evolution of software systems have been proposed. These approaches can be distinguished with respect to how they deal with the existing software units in the systems, which may be by

- keeping multiple co-existing versions of a class or schema \cite{12,11,6,33,49,55} or by
- applying a global update or “hot-swapping” operation to the system \cite{89,76,1,13}.

The approaches also differ in how they address structures with \textit{active behavior}, which may be

- disallowed \cite{89,76,49,13},
- delayed \cite{11}, or
- supported \cite{109,55}.

For example, Hjálmtýsson and Gray \cite{55} propose proxy classes and reference indirection for \texttt{C++}, retaining multiple versions of each class. Old instances are not upgraded, so their activity is not interrupted. Existing approaches for Java, using proxies \cite{89} or modifying the Java virtual machine \cite{76}, use global upgrade
and do not apply to active objects. Automatic upgrades by lazy global update have been proposed for distributed objects \[1\] and persistent object stores \[13\], in which instances of upgraded classes are upgraded, but inheritance and (nonterminating) active code are not addressed, limiting the effect and modularity of the class upgrade mechanism.

Formalizations of runtime upgrade mechanisms are less studied, but exist for both imperative \[109\], functional \[11\], and object-oriented \[12\] languages. In a recent upgrade system for (sequential) C \[109\], type-safe updates of type declarations and procedures may occur at annotated points identified by static analyses. However, the approach is synchronous as upgrades which cannot be applied immediately will fail. The object-oriented language UpgradeJ \[12\] uses an incremental type system in which class versions are only typechecked once. UpgradeJ is synchronous and uses explicit upgrade statements in programs (i.e., the programmer must accommodate for the upgrade during the development of previous versions of the program). Upgrades only affect the class hierarchy and future instances of the classes, but not the running objects. Multiple versions of a class will coexist and the programmer must explicitly refer to the different class versions in the code.

### 4.2 Results

We developed a formal model for runtime evolution of code in distributed object-oriented systems based on the concurrency model, synchronization constructs, and interface mechanism underlying the ABS modeling language. This model supports dynamic evolution in the form given by the example above. Since concurrent objects are typically persistent, it is essential that the upgrade system addresses existing objects and active behavior. However, in the distributed setting the upgrade system should not enforce a disruptive global update but rather asynchronously evolve the system. Our work is based on the Creol language \[60, 61\], a predecessor to ABS which features class inheritance as a code structuring mechanism. In our model, runtime evolution of code is based on dynamic classes; i.e., the class definitions of the distributed object system can change at runtime. Such changes to a class affect both future and existing instances of the class and of its subclasses.

We propose a number of upgrade operations at the abstraction level of the modeling language in order to add and remove features from class definitions. A type system and an operational semantics have been defined for these operations. The developer of the original system does not need to accommodate later upgrades. Instead, upgrades propagate asynchronously through the distributed system. However, the asynchronous manner in which upgrades affect the system introduce some technical challenges to control the ordering of operations at runtime. For example, an object may try to invoke a method that has been introduced as part of an upgrade, before that upgrade has been applied. Another example is that fields can be accessed in old code after these fields have been removed from an object. In order to control this ordering, we have developed a type and effect system which derives dependencies between update operations as part of their type checking. These dependencies are used at runtime to constrain the local applicability of an update operation. Using this system, we show that the system with asynchronously evolving class definitions is type safe in the sense that method not understood errors cannot occur at runtime for well-typed programs. The type checking algorithm has been implemented in OCaml and the operational semantics has been implemented in the Maude rewrite system. The results have been published in \[59\].

### 4.3 Outlook

As the ABS language gets settled, we intent to adapt our approach to the abstraction mechanisms introduced for feature variability and study how the dynamic replacement and modifications of features may be realized in terms of type-safe object-oriented upgrade mechanisms. We also intend to study how a set of upgrade operations, as proposed in the present work, affects verified code. For this purpose, we consider adapting the approach of lazy behavioral subtyping \[30\] to the abstractions of the ABS language; i.e., classes, features and feature composition mechanisms.
Chapter 5

Autonomous System Adaptation

Software systems face ever increasing demands on complexity, volume, and speed of information processing. In light of the similarly increasing complexity and volume of software, and the transition to new concurrency-intensive approaches such as multicore/manycore, cloud computing, and ultra-large-scale (ULS) systems, current approaches to building, running, and managing software systems must be rethought [38].

Autonomous system adaptation, or self-adaptation [20], is a key component towards answering these challenges [21]. Self-adaptation concerns the problem of building systems with the ability to automatically adapt to changes in operating conditions, changes in the system itself such as the available hardware and software resources, and changes in requirements.

In this chapter we discuss the scope of self-adaptation in the context of the HATS project, present the results obtained so far in Task 3.1, mainly the identification of key scenarios and research issues towards the building of systems with self-adaptation capabilities, and finally we discuss their relations to planned and ongoing work in Task 3.1 on models, Task 3.4 on bytecode level evolvability and Task 3.5 on autonomous evolution, as well as to related European projects such as SecureChange and 4WARD.

5.1 Introduction

Jackson’s WRSPM model [35] points to five main artifacts affecting software evolution:

- Domain knowledge (W), providing information about the environment in which the software product is to be executed.
- Requirements (R), reflecting users and customers needs and expectations.
- Specifications (S), the system specification prescribing design decisions and constraints such as the use of a specific product line architecture.
- Programs (P), the software product.
- The programming platform (M), including the abstract or physical machine platform on which the software is running.

Changes in any of the five artifacts may require evolution of the ultimate software product. Many such changes involve human intervention, e.g., to guide refactoring, to resolve ambiguities, or to make informed decisions affecting a redesign. Currently, there is no global consensus on the scope of automation in the software evolution process (cf. [20] [36]). In this chapter we take the first step to pin down the scope of automation in the software evolution process within the HATS framework, in particular to prepare the ground for future work on Task 3.5, on self-adaptation.
5.2 Results

In this section we present a state transition model of runtime software evolution, and develop a number of scenarios to help us determine the scope of self-adaptation within the HATS project.

To set the stage of discussion we assume we are working in the context of a large software system with multiple clients, application servers, and backend systems operating in an environment with constraints on performance, security, and robustness. The three case studies in HATS, presented in [95] (trading platform, virtual office, and the Fredhopper Access Server), all fit this picture very well.

We may assume that significant parts of the software are specified in ABS. Some analyses may have been performed of some parts of the software, but it is unrealistic to assume that anything even approaching complete, global specifications are statically available. Clients are outside our control. Probably they are web clients in practice, and the storage and backend systems are also to a large extent outside our control as well, governed by known, standardized or proprietary, possibly changeable interfaces.

Evolution of such a software system may take place at various levels. At one extreme, the system may be completely redesigned offline. At the other extreme, changes in the evolution artifacts are observed and acted upon at runtime, without developer or operator intervention as far as possible. It is the latter type of change which is at focus here.

5.2.1 A State Transition Model of Evolution

Runtime evolution is naturally modeled in terms of a state transition system. At any given time the state of the software system is determined by parameters such as the following:

Software state. Installed application programs, libraries, objects, classes, features, traits, monitors, aspects, and so forth, along with instance management information to handle versioning and feature updates.

Machine and network state. What processors are available, what network equipment is available, in which configurations?

Runtime state. How is the software configured, which threads are running on which physical machine, what is the state of each thread, which memory is allocated where, which objects reside in which cache, what is the state of queues, locks, and buffers, and so on.

Load state. What is the nature and volumes of data being received by the system? The data might for instance be valid application data, or it might represent an attack. Where is the data received? At which rate is the data received?

Requirements state. Which volumes of data are required to be produced by the system, where, and at which rate? Which authentication and access control mechanisms are available? Who is allowed to read and write what data, and who is allowed to invoke which operations?

Evolution steps are caused by changes in the software evolution artifacts such as:

- The software base changes because new features, traits, aspects, libraries, etc. become available, and old ones become defunct. This may happen to add new functionality, or in response to bug fixes.
- The machine and network state changes due to availability of new equipment, changing configurations, or breaking or unavailability of equipment, etc.
- Runtime state changes autonomously all the time due to operating systems, running code, and changes in load. This happens continuously. It also changes as a result of O&M (operations and management) functions changing configurations for some reason.
- Load state changes for external, not directly controllable reasons: The service becomes more popular, or less popular, is used only during Central European day time, or only during Christmas. The frequency and intensity of these changes is a bit harder to predict.
• Requirements change because of the customers needs, and due to the competition.

Except for load and run-time state changes which may happen at sub-second rates most of the above processes are slow, at the rate of hours or more.

Many of the above state changes are manual and can not easily be automated in the foreseeable future. This applies to many cases of software update, for instance where end users require some control over which features to select, to changes in requirements, and to some extent to the allocation and deallocation of hardware resources. Note, however, that progress in power aware computing and many-core computing makes it increasingly necessary to incorporate hardware management into the control loop.

Other state changes are not manual, but outside our control. This applies for instance to breaking equipment and changes in load.

Finally, some state changes are controllable, and this is where automation should focus:

• Automatic software updates, within a given product line, or relative to a given set of selected features.
• Selection, deselection, and configuration of software and equipment.
• Structure and management of the runtime state.

The overall goal is to devise provably correct, robust, and secure schemes which will maintain a rough equilibrium in the system over time, e.g., by automatically updating and reallocating the software base, or by allocating new hardware as appropriate to obtain for a given load state a runtime state which is sufficient to meet the requirements.

5.2.2 Scenarios for System Evolution

We elaborate a few scenarios for illustration.

<table>
<thead>
<tr>
<th>Scenario 1. Adding a new simple, non-interfering knob</th>
</tr>
</thead>
<tbody>
<tr>
<td>We add a new feature to the application which does not interfere with anything, only spends an extra amount of processor cycles. Once the knob is released it is probably safe to assume that it should be installed for all instances of the given product, or product line for which it is intended. Using a static time and resource analysis we may be able to determine in advance what the performance cost of the knob is. Since the knob does not interfere we can in principle add it and remove it freely, and tune its priority level, according to the current overall system performance.</td>
</tr>
</tbody>
</table>

The main support we would like from an autonomous evolution framework in this case would be:

• Automatic reallocation of tasks and resources based on static analyses, tests, or performance measurements, to meet performance objectives.
• Automatic monitoring of performance, for bottlenecks and overall systems utilization.
• Automatic adaptation and configuration to new available computational resources, if the existing resources are no longer sufficient to meet the performance objectives.

<table>
<thead>
<tr>
<th>Scenario 2. Adding a more complex, interfering knob</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternatively, the new feature interferes more deeply with the application, and may, for instance, introduce synchronization constraints, delays, and performance penalties that may be impossible to estimate reliably in advance. We may have analyzed and unit tested the new knob pretty exhaustively, and performed system level tests to some extent. Even so, global system behaviour is in this case unpredictable, and performance may be degraded in unpredictable ways.</td>
</tr>
</tbody>
</table>
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The automated recovery actions we can foresee in this case – in addition to Scenario 1 – would principally be automated rollback to throw out features that cause the requirements to be violated. This, however, is not easily realized in general:

- Features depend on each other. Removing one feature may cause an avalanche of rollback operations in systems that depend on the feature being removed.
- Properly identifying a non-performing component requires a root cause analysis which may not be feasible.
- The standard approach to rollback uses versioning. But indiscriminate use of rollback risks doing more harm than good, unless directed by a root cause analysis.

Other scenarios related to performance and security management are listed below.

### Scenario 3. Resource upgrades/downgrades

Operations and maintenance might impose various policies that affect the underlying network and processing resources available. For instance, a policy might state a goal of systems utilization averaged over some given time interval to stay in the interval 20-50%. An autonomous reconfiguration service might automatically determine that processor or network resources be switched in and out of operation, and the active part of the system automatically adapted, as a result of monitoring systems utilization.

### Scenario 4. Changing requirements

A 10ms latency requirement (formulated precisely in some way) for a stock trading system might be sharpened to a 1ms latency requirement. An autonomous reconfiguration service might attempt to adapt to this by deploying new hardware and automatically redistribute load.

### Scenario 5. Security patching by monitor inlining

A vulnerability is discovered in a subsystem. To ensure survivability until a patch is developed a monitor could be automatically be derived from the description of the vulnerability and inlined into the relevant applications. Once a patch arrives, the inlined monitor is deactivated.

### 5.3 Ongoing Work and Plans

We situate our study in an abstract setting based on a collection of decentralized ABS software units which communicate by message passing and execute on top of a network of processing nodes. Except for a fixed set of IO ports the units will be oblivious to the executing node, network addresses, and network topology. This allows the software units to be easily shipped between nodes in a transparent manner.

Our approach uses neighbor-neighbor interactions in the style of gossiping to monitor performance and systems utilization at local, region, and system-wide levels, and to support inter-unit message routing. The key idea is to use performance and utilization statistics to compute aggregate load statistics which will be used, at appropriate timescales, to relocate software units between nodes, and to cause nodes to be powered up and down as required, e.g., by the current systems level performance/utilization ratio. The central issues to be explored are:

- Can such an approach be realized in a transparent manner?
- Which aggregates are needed/most useful, and how is aggregation to be done?
- How is routing to be done?
• How are load statistics to be computed?
• What can be said about the overall performance of such a system?
• What can be said about scalability?
• How well does it perform in practice?

5.3.1 Towards An Autonomous Adaptation Framework

The realization of the autonomous adaptation framework uses a layered approach involving the following components:

ABS execution engine. A basic abstract machine is needed for execution of the software units. The abstract machine must be able to handle scheduling, start, stop, serialization and transmission to neighboring nodes of the software units. The ABS execution engine relies on results on systems derivation and code generation from HATS WP1.

Performance/utilization monitoring. Allocation of software units to nodes depend on runtime components for performance monitoring. Such a performance monitoring layer is responsible for monitoring per node and per unit loads, and for aggregating these loads. It is used by the load balancing layer for redistribution of software units and for starting and stopping of processing nodes.

We are currently designing a robust and scalable in-network monitoring layer in the context of the EU FP7 project 4WARD. Both tree-based and gossip-based approaches are explored. We refer to [94] for a state-of-art survey, and to [121, 120] for recent results on robustness and distributed threshold detection using gossiping. This work forms the basis for the performance/utilization monitoring layer in Task 3.5.

Behavior/security monitoring. To secure the interaction between trusted and untrusted code, as well as the interaction between trusted code and legacy code, a behavior/security monitoring layer will be used. This is essential, also, for adaptation to changes in security requirements, cf. [36]. The monitors will ensure that RPC and communication events follow the agreed protocol, and that only allowed events go through. In the context of Task 3.4 we are examining monitor inlining as an implementation strategy for security monitors and have improved our understanding of the potentials and fundamental limitations of inlining [24, 25] for multithreaded Java bytecode. This includes proof-carrying code as an approach to secure, trustless interaction in a multi-domain setting [26].

Load balancing. The load balancing layer maintains for each unit a collection of load estimates which determines when and in which direction an executing software unit should be shipped in order to maintain a good distribution of load. The development, modeling, and analysis of such a load balancing layer is one of the major challenges of Task 3.5. The theoretical starting point is recent progress on game-oriented models for load balancing in distributed systems, cf. [10].

Software unit redistribution. A redistribution layer will use the node level runtime to stop, serialize and transmit an executing software component to a neighboring node in a direction determined by the load balancer. To obtain good performance, transportation of software units must be transparent to the message passing layer, i.e. guarantee that messages are correctly received, at least with high probability, even if the receiving agent is being relocated.

Addressing, routing, message forwarding, and interunit communication. Since software units are free to travel over the network, mechanisms are needed for addressing, routing, and message forwarding, for inter-unit communication. In the long term, dedicated routing protocols will be needed for this purpose. Within the context of the HATS project, however, we use only standard IP-based communication for internode, link-level interactions.
Adaptation and fault management. Software units communicate by message passing and RPC. Adaptation and fault management is needed in the error handling component to manage faults that arise when a software unit is removed and messages no longer find a recipient, and when nodes go down and entire collections of software units need to be recovered and redistributed.

Power management. Power management is the key tool used by the runtime system to adapt to changes in utilization or performance requirements. This component powers nodes up or down as determined by output from the performance and utilization monitoring component.

5.3.2 HATS Realization

Within HATS WP3 the work towards such an autonomous adaptation framework focuses on algorithmics, modeling, and semantics in the following areas:

1. A collection of provably correct algorithms for load balancing, performance monitoring, and network and node management. This work will take place in the context of Task 3.5.

2. A formal, abstract model of the autonomous adaptation framework including abstract models of the components listed in section 5.3.1. Work on developing such a model is currently going on. The high level model accounts for software units in an abstract form which is oblivious to the network execution model. A more concrete model accounts for execution on top of an abstract network model. This network machine models basic machine execution, and includes associated network primitives for message passing, power management, and software unit mobility. The goal for Task 3.1 is to show the model correct with respect to the abstract semantics.

3. This model will provide the basis for a concrete instantiation, in Task 3.5, of the framework in terms of concrete representations of networks, nodes, and software units usable in the ABS framework.

4. Finally, we will develop a simulation framework to allow us to perform experimental evaluations of the algorithms and the architecture.
Chapter 6

Test System Evolution

6.1 Introduction

In this chapter we identify technical concerns which should be addressed when defining theories and techniques for test system evolution in the HATS methodology. This is achieved by first identifying key phases in the methodology that require testing. We then identify technical concerns pertaining to the development of an evolvable test system across several industrial contexts. Based on these general concerns we also identify specific technical concerns about the evolvability of various levels of testing: unit, integration, system and stress testing. For each level of testing we give an overview of related research in the context of model-based testing [27, 34, 92, 113].

6.1.1 HATS Methodology

The HATS methodology is the selected formal development method that supports software product line engineering processes [80, Figure 2]. It supports the specification, generation and quality assurance of reusable artifacts [95, Requirements MR3, MR5 and MR6, Section 2.1]. Since the HATS methodology has to support existing industrial application engineering approaches [95, Requirements MR2, Section 2.1], two complementary activities, verification and testing, are considered during validation phases. These activities provide quality assurance on artifacts in the product line as well as its family members. Specifically in this chapter we focus on the testing activities in the methodology.

Model Mining

In a software product line, it is often necessary to derive variabilities and construct generic artifacts from legacy systems. Model mining can support this process [52, Page 42]. However, model mining is extremely difficult to automate in practice, and thus requires human intervention. As a consequence, the mined model might contain errors. It is therefore important to carry out conformance testing as part of the development effort to ensure both the system and its model exhibit the same behavior. In the HATS methodology, model mining is carried out during the Product Line Planning and Scoping phase, in which high level requirements for the product line are harvested from existing software implementations.

Validation

Automatic code generation from formal models into concrete implementations has proven to be a challenging issue [92]. The process of generating a target implementation from formal models normally requires human intervention. Moreover, in industrial software development, software systems derived from the models are often deployed under various hardware and resource constraints as well as integrated with legacy and third party software components. Therefore testing is required as part of the development method. In particular, it is carried out in Generic Component Validation and System Validation phases.
Model-based Testing

In model-based testing (MBT) [27, 34, 113], one generally derives test cases from a formal as well as informal test case specification and a model of the Application Under Test (AUT). Models used for test case generation are constructed using a variety of modeling notations and formalisms. These include UML diagrams [18, 51], Kripke structure, Finite state machines [73, 107], process algebras [122] and state-based modeling languages such as Z [3, 108] and the B-Method [72, 99].

Similar to code generation, however, it is extremely difficult to automate test case generation. As a result the HATS methodology assumes human intervention in test case generation. It is therefore important to record generic artifacts about test cases alongside generic component artifacts in a product line so that they can be reused during application engineering processes.

Product line requirements often change in order to either keep up with the market demand or include new customer-specific requirements. Whenever there is a change in product line requirements, both the components and the associated test systems in the artifact repository as well as the family members may have to be updated correspondingly.

6.1.2 Evolvable Test System

In this section we concisely describe what a test system is and subsequently what an evolvable test system is. These are then used throughout the chapter.

A test system is a collection of tests to evaluate the Application Under Test (AUT)’s compliance with its specified requirements. Each test (or test case) in a test system is therefore used either to increase confidence that the AUT corresponds to the requirements, or to prove that it does not [92].

A test in a test system is either executed automatically or manually. An automatic test is a piece of program codes that automatically exercises the AUT’s functionalities and makes assertions on their observed results. A manual test is usually a document describing a sequence of steps that a tester would follow to interact with the AUT. The tester evaluates the observed results based on either a defined set of expectations provided by the document or his/her general experience.

As a software system can change in the dimensions defined in Section 1.1, its test system must also evolve with respect to the dimensional changes. An evolvable test system should first and foremost respect the consistency properties maintained during the AUT’s evolution. In software evolution, consistency is a general safety property about the evolution. For example an evolution of a software system is consistent if its components remain interoperable. Moreover, evolvable test systems help minimizing throw-away code and hence encourage code reusability.

Definition 6.1.1 (Evolvable Test System). Given an evolvable software system, a corresponding evolvable test system is a set of test specifications that evolves consistently with respect to the evolution of the software system in the dimensions defined in Section 1.1.

6.1.3 Goal

The goal of this chapter is to highlight concerns that help achieve an evolvable test system in both single-system engineering and product line engineering (PLE). We present use case scenarios based on the industrial software system from Fredhopper and its associated test system to illustrate these concerns.

6.1.4 Structure

The structure of this chapter is as follows. Section 6.2 briefly describes the structure of the test system used at Fredhopper. In Section 6.3 we identify technical concerns pertaining to the general development of an evolvable test system across several industrial contexts. In Section 6.4 we identify specific technical concerns concerning the evolution at each level of testing. When considering each level of testing we give an overview of related research about model-based testing. We provide a short summary and conclusion in Section 6.5. An overview of the Fredhopper product is given in Appendix A.
6.2 Fredhopper Test System

In this section we give an overview of the test system implemented and deployed by Fredhopper. We also summarize high-level requirements on software evolution harvested during the requirement elicitation process [95].

6.2.1 Fredhopper Test System: An Overview

At Fredhopper, the test system consists of the following testing procedures:

**Automatic unit testing** During the development of a component, unit tests are written to validate the correctness of the unit and to detect regressions. A unit test exercises a unit of functionality in a system and makes assertions about the state of that system after the unit’s execution. Unit tests are written as programs. They are executed automatically when the component containing the units of code changes. To test units individually, unit tests have to make assumptions about the state of the system, that is, the preconditions of the tests.

**Automatic integration testing** After a unit is tested, it can be integrated with the rest of the system using some glue codes. An integration test exercises the functionalities of the integrated units on a system and makes assertions about the state of that system after the execution of those functionalities to ensure that the units still perform correctly. Similar to unit tests, integration tests are executed automatically when the code of one or more integrated units changes. Similar to unit testing, to test integrated units independently, integration tests have to make assumptions about the state of the system, that is, the preconditions of the tests.

**System testing** System testing evaluates the overall behavior of the system. System tests are usually driven by the use case scenarios (test cases) constructed during the functional analysis of the system. These tests may either be automated or executed manually. Manual tests are performed by testers, who follow detailed test cases while testing the various functionality of the system. Automatic tests are machine-readable and are performed by a program, which executes the sequence of steps described by the test cases. Note that the test criteria at this level consists of user expectations.

**Stress testing** Stress tests evaluate the robustness of a system in environments that are more demanding than the system would normally experience. Stress tests collect measurements on the latency and throughput of the system during the tests and check if they fall within expectations.

6.2.2 Selections of Requirements

During the HATS project’s requirement elicitation process, we have established three concerns that are relevant to test system provisioning [95, Concerns FP-C8, FP-C9 and FP-C10, Section 5.2.3]. This section gives a brief overview of these requirements. For more detailed descriptions and illustrations of the these requirements, we refer readers to the full report on the requirement elicitation process [95].

**Test case generation (FP-C8)** We have identified, via concrete examples, that the development of test systems should be based on a formal specification of the AUT. A formal specification of the AUT provides an unambiguous description of the behavior of individual components and their interactions, and it also serves as the model of the AUT for model-based testing (MBT) [34]. A model-based approach allows for the definition of precise test criteria and can hence produce tests that have better coverage and less false positive results. Note that we envisage cases in which automatic test generation might not be possible. In this case the HATS framework should incorporate usable techniques and tools to guide manual test generation. The corresponding concern is
Modeling behavioral changes (FP-C9) We have identified the importance of capturing component-wise both structural and behavioral changes of the AUT. To capture these changes, we believe it is necessary to develop a formal compositional technique that can systematically capture both structural and behavioral changes of (the model of) the AUT, and detect inconsistencies of changes.

Test system evolution (FP-C10) While the ideal situation is to be able to prove consistency of the AUT’s component’s structural and behavioral changes with respect to its formal specification, this might not be tractable in practice. One possible solution is to provide a formal compositional technique to change the AUT such that consistency is guaranteed. This requires a theory of software evolution.

Note that Requirement 1 gives rise to a formal approach towards MBT. A model-based approach encourages the systematic development of test systems that are consistent with the model of the AUT. We believe this is an essential prerequisite to test system evolution. Requirements 2 and 3, on the other hand, concern the evolution of the AUT rather than test systems. This is intentional as we believe a tractable and systematic approach to the evolution of (the model of) the AUT provides a formal basis to investigate evolution of test systems.

6.3 General Concerns

6.3.1 Introduction

This section identifies technical concerns that are fundamental to the development of a formal engineering method for producing an evolvable test system and which are applicable to industrial software development. We first consider test system evolution in a general software development context. In Section 6.3.2 we consider test system evolution in the context of industrial applications. The evolution of individual levels of testing are considered in Section 6.4. Note that some of the concerns raised in these two sections may be overly ambitious, and may not be addressed in this project. However, we envisage that most concerns are addressed by technical contributions from Work Package 3 of the HATS project.

Throughout this section we use use cases and their corresponding scenarios to illustrate the areas of concerns. We first relate use cases and scenarios using the following definitions adopted from Pohl et al.’s [91] and Rumbaugh et al.’s definitions [98].

Definition 6.3.1 (Scenario). A scenario is a sequence of actions that illustrate the interaction with a system. A scenario may be used to illustrate an interaction with the system and/or an execution of a use case instance.

Definition 6.3.2 (Use Case). A use case is a specification of behavior of a system illustrating all possible sequences of interactions with the system. A use case may be instantiated as scenarios for more concrete descriptions.

The following use case and scenario, identified during the requirement elicitation process [95, Step 3 of Scenario FP3 in Section 5.2.3], illustrate issues surrounding the evolution of the AUT as well as its test system.

Use Case 6.3.1. When adding a new feature to a component, new tests should be written to specify and validate the correctness of the feature. Similar to existing unit tests, new tests are implemented based on informal documentation of the component. Existing test systems may also be changed depending on whether or not the new feature changes other existing behavior of the component. After the test system has been changed, the component with the new feature must pass through the test system pipeline before being considered as an official component of the Fredhopper Access Server (FAS).

Scenario 6.3.1. An update is included in the forthcoming release of the Targeting Diagnostic Tool [1]. This update adds a graph visualization feature to the tool so that the relationship between different rules submitted

---

1A description of the diagnostic tool and its relation to the Fredhopper product is included in Appendix A.
to the rule engine may be viewed as a graph. This feature should not change the existing behavior of the diagnostic tool. Therefore it is necessary for the diagnostic tool to pass all existing unit tests before this update is approved.

Assuming that we have a machine-readable specification of the component (diagnostic tool) and the AUT, and we also have the associated test system derived using a model-based approach, we have to deal with the following question:

How can this approach be extended to systematically capture and reason about both the structural and the behavioral changes to the AUT due to an update (addition or modification) of one of its components?

This has an impact on the evolution of test systems, especially in a MBT approach in which the test system is heavily dependent on the model of the AUT. We formulate the following general concern.

**Concern (TSE-C1). Model Evolution** How does the HATS methodology facilitate a MBT approach for evolving test systems?

### 6.3.2 Industrial Applications

The HATS project aims at using industrial case studies to drive the development of techniques, policies, and tools. Therefore, it is important to address test system evolution in the context of industrial best practices. Specifically we highlight concerns about the development of evolvable test systems in the following technical areas.

**Product Line Engineering (PLE)** The HATS methodology aims at providing formal techniques and tool support for software product line engineering processes. As a result, test system evolution should be considered in the context of PLE.

**Integrating Third Party Libraries** In industrial software development environments, third party libraries are integrated into software products to both enhance functional features as well as reduce the cost of implementation. For example, the FAS uses many open source libraries from the Apache project group[^2]. It is therefore essential to consider test system evolution in the context of integrating third party libraries. This concern has been identified during the requirement elicitation process [95, Concerns FP-C13, FP-C14, FP-C15, FP-C16, FP-C17, FP-C18 and FP-C19, Section 5.2.5].

**Industrial Tools Support** In order for any development methods and approaches to be incorporated into standard industrial software engineering practices, the associated technology must be made more accessible to software engineers and developers. It is therefore necessary to consider the development of tool support for test system evolution. This requirement has been identified during the requirement elicitation process [95, Requirement MR18, Section 2.3.4].

**Product Line Engineering**

While a single specification of AUT might be sufficient for single system engineering, the HATS framework aims to extend MBT to software product line engineering. This means that the specification of the AUT must be component-wise decomposed such that each component is associated with a reference specification[^3] that contains both commonalities and variabilities of the component. The variabilities in the specification are then resolved by binding consistent variants across the entire AUT. This difference between constructing specifications at the family and application engineering level in a product line has an impact on how a test system can be generated and evolved using a MBT approach.


[^3]: A reference architecture is delivered during the design phase in the family engineering process [91, Chapter 11]. In a model-based approach, one expects a corresponding reference specification, from which a complete specification can be derived for each family member during application engineering.
Concern (TSE-C2). **Product Line Engineering** How does the HATS framework achieve MBT in product line engineering? In particular is it possible to derive a reference test system (artifacts) from the reference specification, which contains variabilities that are only resolved during application engineering? How does the HATS framework ensure that the variability binding between the reference test system and the family member test system is consistent with the variability binding between the reference specification and the family member specification?

When considering the evolution of test systems in PLE, it is important to understand that variabilities of both the AUT and the test system are both temporal and spatial. Specifically it is common in PLE for each family member to use a different variation of a component. This could potentially implicate a different variation of the component’s test system. The evolution of the component’s domain artifacts would then implicate evolution across all variations of the component’s test system.

Concern (TSE-C3). **Product Line Engineering: Test System Evolution** How does the HATS methodology facilitate a MBT approach for evolving test systems in PLE?

Another concern that should be taken into account when considering a model-based approach to an evolving test system for product line engineering is the choice of testing strategy. In contrast to single system engineering, testing in product line engineering has to consider variability of the specification as well as the differentiation between family and application engineering processes. For existing strategies, readers may refer to Pohl et al.’s book [91, Pages 272 - 280]. Here we highlight the need to consider the effect of different strategies to MBT in the HATS framework.

Concern (TSE-C4). **Testing Strategy** How does the HATS framework cater different testing strategies in product line engineering? And how does the framework characterize the effect of each strategy on MBT and developing evolvable test systems? Essentially, what effects do different strategies have on how family member test systems are derived from the reference test system? Furthermore, how can changes to the test systems at both levels be reconciled?

### Third Party Libraries

During the development of the FAS, third party libraries are used to provide new features at a lower cost. For example, the FAS uses a third party rule engine to support business rule inferences. We illustrate concerns of applying and testing third party libraries using the following use case and scenario, which has been identified during the requirement elicitation process [95, Step 1 of Scenario 5 in Section 5.2.5].

**Use Case 6.3.2.** We first identify specific information about the third party library that would be used: its version, the public interface methods it exposes and the (informal) documentation on the range of values and types of the input arguments and return values of its methods. We then implement the logic for transforming between the internal FAS data structure and the one which is used by the library. We finally construct a test system for both the library as well as the transformation logic (glue code).

**Scenario 6.3.2.** We use a third party library for visualizing the graph structure of FAS business rules in the rule engine during diagnosis. We identify the version of the library, the library’s API for laying out nodes of the graph and for adding nodes and edges to the graph. We then implement the logic for transforming FAS business rules into nodes of the graph as well as for rendering the graph after construction. We finally implement unit tests to assert the correct transformation and rendering.

The following concern highlights the need to consider the integration of third party libraries during the development of the test system.

**Concern (TSE-C5). Third Party Libraries** What features does the HATS framework provide for extracting usable (partial) specifications from third party libraries? And how does these specifications, together with a theory of software evolution, help inferring the consistent evolution of the libraries as well as the (model-based) test systems generated from the specification?

---

4FAS uses JBoss Drools Expert (http://www.jboss.org/drools/) as the implementation of the Rete network.
Possible Solution: Model Mining  To generate test cases and test specifications for third party libraries, one can consider using existing model mining techniques. Model mining from legacy and black box components is an emerging subject. At present there are two main strategies for mining specifications: For a legacy component, its source code can be analyzed \[118\], while for a black box component, one can analyze observations about the run-time behavior of the component \[4\]. Existing work on model mining include Flanagan et al.’s \[40\] and Logozzo et al.’s \[75\]. The former provide the mechanism for assisting users in generating JML specifications from existing **JAVA** programs; the latter use the Clousot analyzer to infer pre-/postconditions for methods given in bytecode for the .NET framework.

Tool Support

For a formal engineering methodology to be applicable to traditional software engineering at industrial level, there must exist tool support to assist the formal development throughout the software life-cycle. In terms of unit test generation, for example, it would be beneficial to provide the necessary tooling for assisting the mechanical generation of unit tests \[35\]. Furthermore, these tools must be compatible with the current technology as well as easily adopted by traditional software engineers in the industry. These conditions are in accordance with the methodological requirements harvested during the elicitation process \[95, Section 2.3.4\]. The following concern highlights these requirements.

**Concern (TSE-C6). Tool Support** Does the HATS framework provide tool support for evolving test systems that can be easily integrated with existing technology such as integrated development environments (IDE)?

One of the problems a company might face when transitioning to a model-based approach is how to derive high-level specifications from legacy systems.

**Concern (TSE-C7). Model Mining** If (part of) the AUT is a legacy system, how does the HATS framework use the current code base of the AUT as well as its associated test system to generate component-wise machine-readable specifications? Moreover, with such specification, how does the HATS framework facilitate the necessary tool support for evolving the test systems of the legacy system?

Possible Solution: Versioning  When developing tool support for both code and test system generation, one can also consider the reusability of the code base of the AUT and the test systems as well as traceability of changes that have been made to them. This is especially important when considering a methodology that is in line with PLE. Current research suggests the use of versioning systems as the starting point \[96, 97\]. However, the information contained in versioning systems such as Subversion\[^5\] is not detailed enough. In particular, the historical information in versioning systems is only recorded at the explicit request of the programmers. Furthermore, the semantics information, essential for reasoning about software evolution \[97\], is not recorded. As a consequence, Robbes et al. \[97\] recommend a change-based approach to the software evolution analysis, in which they leverage existing IDEs to record all semantic changes at both method and class level performed on the application.

### 6.4 Specific Concerns

In this section we highlight technical concerns with respect to the evolution at different levels of testing. Moreover, for each level of testing we provide an overview of related research in model-based testing.

#### 6.4.1 Unit Testing

**Related Research**

A lot of research work in model-based testing (MBT) has focused on application testing in which entire systems are tested as a single unit. According to Dias Neto et al.’s study in 2007 \[27\], 48 out of 72 approaches

are concerned with application testing, and only 8 of them are concerned with unit or component testing. This is mainly because units are generally considered as white boxes and hence are not situated at the usual level of abstraction for MBT. Moreover, while there exist other approaches that focus on structural testing of source code, it has been theoretically shown that white-box testing based on path exploration on the structure of the source code does not scale \[79\]. Nevertheless there are MBT approaches focusing on unit testing, including Kim et al.’s \[68\] and Offutt et al.’s \[88\].

Kim et al. \[68\] used UML State Diagrams to specify both control and data flow coverage criteria for unit testing of classes. They devised a method to generate test cases to satisfy these coverage criteria. This method includes transforming State Diagrams into Extended Finite State Machines (EFSMs). From EFSMs, flow graphs are identified, which are then used to generate test cases satisfying the coverage criteria of the state diagrams.

Offutt et al. \[88\] defined a method for generating tests from formal specifications using the modeling language SOFL \[74\]. In particular, they applied mutation analysis to evaluate coverage criteria of the test cases generated using their method for unit testing. Note that neither Kim et al.’s nor Offutt et al.’s approaches offer any tool support.

Industrial Applications

In this section we identify high-level concerns specific to unit test evolution from Fredhopper’s perspective.

Concern (TSE-C8). Test-unit Relationship What is the relationship between an evolutionary step at the model level of the unit and the corresponding step for its unit test?

Concern (TSE-C9). Reusability How can one maximize code reusability between an evolutionary step?

Concern (TSE-C10). Complete Specification In a white box scenario, can one assume the possibility that unit tests may be determined completely by the specification of the unit? If so, is it possible to solely consider the evolution of the specification and not properties of the tests themselves such as code reusability since the codes in unit tests are automatically generated?

Concern (TSE-C11). Partial Specification If a unit’s specification is partial, such as those from a third party library, then how can the evolution of its unit test be characterized with respect to changes to the library?

6.4.2 Integration Testing

Related Research

According to Dias Neto et al.’s study \[27\], 17 out of 72 approaches are concerned with integration testing. Many of these approaches consider the concerns of test selection and test oracle determination for integration tests.

While generating test cases for unit testing, the MBT approach can exploit contract-based specifications of units to generate test oracles. However it is extremely difficult to compose unit specifications to derive usable contracts for generating test oracles \[19\] for integration testing. Chen et al. \[19\] propose a possible solution to this. They consider using SOFL to model a given integration and applying data flow path coverage techniques to generate test oracles. Another MBT approach related to test selection for integrated testing is Sokenou’s \[104\], whose proposal combines the message sequences information from UML Sequence Diagrams of the integrated components with states information from UML State Diagrams of individual components to derive test cases and oracles. Note that neither approaches offer any tool support, nor do they consider scalability issues with respect to integration testing.

Industrial Applications

In this section we identify high-level concerns from Fredhopper’s perspective which are specific to integration test evolution.
Concern (TSE-C12). Compositionality Is it possible to compositionally characterize the relationship between an integration test and the unit tests of the units that are being integrated? For example, if operation A has unit test $T_A$ and operation B has unit test $T_B$, then what is the relationship between $T_{A||B}$ and $T_A$ and $T_B$ given a system defined by some composition $A||B$?

Concern (TSE-C13). Bounds of Compositions What is the bound on component composition for integration testing? For example, it might be very difficult to characterize integration testing of components that are composed in parallel, e.g., when components are executed in separate threads of execution in a multithreaded system.

Concern (TSE-C14). Incremental Construction To establish the relationship above, what is the preferred approach to allow the incremental construction of integration tests?

Concern (TSE-C15). Code Coverage Assume we can specify the coverage criteria and the test specifications of A and B, how do we calculate the coverage criteria of the composition $A||B$? How do we generate test cases that satisfy these coverage criteria?

Concern (TSE-C16). Characterization Assuming it is possible to characterize the evolution of $A||B$ in terms of the evolution of A and B independently, can the same characterization be extended to cover the evolution of $T_{A||B}$?

Concern (TSE-C17). Methodology Assuming we could characterize the relationship above, does the HATS framework offer a methodology to guide the construction of integration tests and the tool support to assist such construction?

6.4.3 System Testing

Unit testing and integration testing are usually considered as white box testing and are thus used to test both internal and external behavior of individual units as well as their composition. System testing, on the other hand, is designed to test external behavior of the complete AUT by interacting with it via its public (user) interface.

Related Research: Formal Foundations of Black Box Testing

Model-based testing focuses on generating test cases from abstract behavioral models. As consequence the majority of related research focuses on application/system testing. According to Dias Neto et al.’s study [27], 48 of 72 approaches are concerned with application testing. These approaches use models ranging from UML [82] to formal languages such as temporal logic [111] and Z [3] for specifying behaviors of the AUT.

Note that approaches, such as Tan et al.’s [111], apply specification techniques that have been extensively studied in the field of formal verification. In particular, Tan et al. use Linear Temporal Logic (LTL) for behavioral specification. Coupled with model checking facilities it has been shown to be possible to automatically generate test cases in the form of traces. As consequence a plethora of techniques have been developed in this direction [44].

Nonetheless, MBT approaches sketched so far assume certain types of information about the AUT. These include the number of states of the AUT [111] or order at which functions are invoked in the AUT [82]. These types of information can be captured with the appropriate level of abstraction using existing modeling languages and used for generating test cases. However, for complete black box testing such information is not available and so these assumptions cannot be made. Therefore, an alternative approach is required to determine test coverage and oracles.

One such approach is given by Meinke [78, 79]. Meinke provides a formalization of the coverage problem in black box testing [79]. Specifically he defines a stochastic calculus to calculate the probability that a
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6We write $A||B$ to denote a general composition of A and B, which is not necessary parallel.
black box is correct with respect to a contract-based specification (Hoare triple [56]) after executing a finite number of (black box) tests on it. This calculus can also be applied with functional approximation [78] to provide a model for test cases generation.

**Industrial Applications**

At Fredhopper, application testing currently consists of the execution of test cases either manually by a tester or automatically by a testing program. Each test case consists of a sequence of interactions with the public interface of the AUT. Below we identify high-level concerns specific to application test evolution from Fredhopper’s perspective.

**Concern (TSE-C18). Specification of Black-box Components** Is it possible to extract specifications of the external (reactive) behavior of the AUT from specifications of its components?

**Concern (TSE-C19). Consistency** Given a specification of the external behavior of the AUT, is it possible to derive application tests that are consistent with both integration and unit tests?

**Concern (TSE-C20). Compositional Evolution** Can the evolution in the unit and integration tests trigger the evolution of application tests? That is, can tests be constructed and evolved compositionally?

### 6.4.4 Stress Testing

Stress testing is concerned with two major properties of the AUT: its robustness when running in environments that are more demanding than the AUT would normally experience, and its performance such as latency, throughput and resource usage. Specifically the former property deals with the issue whether the AUT performs functionally in a more demanding environment while the latter property is more concerned with the resource guarantees and service level agreements of the AUT. Note that stress tests for the former property usually also increase the code coverage of the test system as it accesses states of the system that are rarely reachable when operating in a normal environment. For example, certain states may only be reachable under the denial of service attack.

**Related Research**

Existing research in model-based testing mainly focus on functional correctness. A related but orthogonal area of research is model-based software performance prediction [8]. This area of research considers the development of suitable performance models of the AUT as well as the evaluation (testing) of the AUT against these models. Modeling languages used in software performance include queueing networks, stochastic Petri nets, stochastic process algebra, and simulation models.

**Industrial Concerns**

Below we highlight concerns specific to stress test evolution from Fredhopper’s perspective.

**Concern (TSE-C21). Resource Specification** Given a resource specification of the AUT, is it possible to determine the specific conditions that should be covered by its stress tests?

**Concern (TSE-C22). Code Coverage** Given a specification of the AUT, is it possible to determine a set of stress tests that achieve higher code coverage than those in integration and application testing?

**Concern (TSE-C23). Resource Guarantees** Given a specification of the AUT, is it possible to determine the resource guarantees that stress tests should assert on the AUT?

**Concern (TSE-C24). Compositional Evolution** How does the evolution of unit, integration and application tests trigger the evolution of stress tests?
6.5 Summary

By considering testing activities in the HATS methodology, existing research in model-based testing and industrial experience at Fredhopper, we have identified high-level technical concerns surrounding test system evolution in the HATS methodology. We first summed up the test system implemented and deployed by Fredhopper and the high-level requirements concerning both software and test system evolution. We then considered general issues surrounding test system evolution and their implications on industrial applications. We also considered individual levels of testing independently. For each level of testing, we studied related research in the area of model-based testing and raised specific technical concerns pertaining to the development of an evolvable test system in an industrial software development environment. Table 6.1 gives a summary of the concerns identified for test system evolution.

<table>
<thead>
<tr>
<th>Concern Identifiers</th>
<th>Concern Labels</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General Concern</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C1</td>
<td>Model Evolution</td>
<td>Page 32</td>
</tr>
<tr>
<td><strong>Product Line Engineering</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C2</td>
<td>Product Line Engineering</td>
<td>Page 33</td>
</tr>
<tr>
<td>TSE-C3</td>
<td>Product Line Engineering: Test System Evolution</td>
<td>Page 33</td>
</tr>
<tr>
<td>TSE-C4</td>
<td>Testing Strategy</td>
<td>Page 33</td>
</tr>
<tr>
<td><strong>Third Party Libraries</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C5</td>
<td>Third Party Libraries</td>
<td>Page 33</td>
</tr>
<tr>
<td><strong>Tool Support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C6</td>
<td>Tool Support</td>
<td>Page 34</td>
</tr>
<tr>
<td>TSE-C7</td>
<td>Model Mining</td>
<td>Page 34</td>
</tr>
<tr>
<td><strong>Unit Testing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C8</td>
<td>Test-unit Relationship</td>
<td>Page 35</td>
</tr>
<tr>
<td>TSE-C9</td>
<td>Reusability</td>
<td>Page 35</td>
</tr>
<tr>
<td>TSE-C10</td>
<td>Complete Specification</td>
<td>Page 35</td>
</tr>
<tr>
<td>TSE-C11</td>
<td>Partial Specification</td>
<td>Page 35</td>
</tr>
<tr>
<td><strong>Integration Testing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C12</td>
<td>Compositionality</td>
<td>Page 36</td>
</tr>
<tr>
<td>TSE-C13</td>
<td>Bounds of Compositions</td>
<td>Page 36</td>
</tr>
<tr>
<td>TSE-C14</td>
<td>Incremental Construction</td>
<td>Page 36</td>
</tr>
<tr>
<td>TSE-C15</td>
<td>Code Coverage</td>
<td>Page 36</td>
</tr>
<tr>
<td>TSE-C16</td>
<td>Characterization</td>
<td>Page 36</td>
</tr>
<tr>
<td>TSE-C17</td>
<td>Methodology</td>
<td>Page 36</td>
</tr>
<tr>
<td><strong>System Testing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C18</td>
<td>Specification of Black-box Components</td>
<td>Page 37</td>
</tr>
<tr>
<td>TSE-C19</td>
<td>Consistency</td>
<td>Page 37</td>
</tr>
<tr>
<td>TSE-C20</td>
<td>Compositional Evolution</td>
<td>Page 37</td>
</tr>
<tr>
<td><strong>Stress Testing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSE-C21</td>
<td>Resource Specification</td>
<td>Page 37</td>
</tr>
<tr>
<td>TSE-C22</td>
<td>Code Coverage</td>
<td>Page 37</td>
</tr>
<tr>
<td>TSE-C23</td>
<td>Resource Guarantees</td>
<td>Page 37</td>
</tr>
<tr>
<td>TSE-C24</td>
<td>Compositionality</td>
<td>Page 37</td>
</tr>
</tbody>
</table>

Table 6.1: Concerns identified for test system evolution
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Glossary

Terms and Abbreviations

ABS Abstract Behavioral Specification language. An executable class-based, concurrent, object-oriented modeling language based on Creol, created for the HATS project.

API Application programming interface, provided by a component to enable communication with other components.

AUT Application Under Test

Binary Compatibility Compatibility based on the compiled version of the source codes.

Compatibility A relation between two versions of a component which shows whether a usage context can observe a difference in behavior.

Dynamic Evolution An evolution that deals run-time modifications, such as rebinding and exchanging components.

FAS Fredhopper Access Server

Feature Generally, an increment in software functionality. On the level of feature models it is merely a label with no inherent semantic meaning.

MBT Model-Based Testing

MECo A calculus of components which specializes in operators related to adaptability and evolvability. It stands for Model of Evolvable Components.

PLE Product Line Engineering, software engineering methods whose concern is creating a family of products with well-defined commonalities and variabilities.

QoS Quality of Service, refers to the ability to find resources.

Software Evolution The process of updating software to fix bugs, implement improvements, adapt new or changed requirements, platforms or technology.

Source Compatibility Compatibility based on the source codes.

Static Evolution An evolution that deals with the change of the program design, such as the change of API.
Appendix A

Fredhopper Product: An Overview

This chapter provides an overview of Fredhopper’s software system. The Fredhopper Access Server (FAS) is a component-based, service-oriented and server-based software system, which provides search and merchandising IT services to e-Commerce companies such as large catalog traders, travel booking, managers of classified, etc. For the purpose of the case study, we present the structure of the FAS in the following way: query engine, business manager, indexer, data manager, search engine optimizer, targeting diagnostic tool and test system. An architectural view of how these components are related in the FAS is shown in Figure A.1. We now provide an informal description of the functionalities of each component.

![Figure A.1: An overview of the FAS architecture](image)

**Business Manager.** The business manager provides to clients the management console for managing, monitoring and measuring searches, catalogs, navigations and promotions. There is also a graphical user interface, which allows non-IT business specialists to interact with the component.

**Data Manager.** The data manager is an Extract, Transform and Load (ETL) toolkit. It provides mechanisms
to extract data from a variety of data sources such as ERP systems, databases etc.; to transport extracted data and carry out transformations such as normalization and aggregation; and to save transformed data as input XML to the FAS.

**Indexer.** The indexer component is composed of three sub-components – XML loader, search indexer and tree builder. The XML loader takes a textual input description (XML) of operations on data items and performs those operations. Operations include adding items to the FAS index and annotating (enriching) items with more information. The search indexer is responsible for processing the loaded raw item into an index structure, allowing efficient search. The tree builder is responsible for constructing a tree model index from loaded items, which is then used for *faceted navigation* within catalogs of items.

**Query Engine.** The query engine provides the core query and response mechanisms. It serves request from both (web) search engines and customers.

**Search Engine Optimizer.** The search engine optimizer component implements a *white hat*[^1] method to guide (web crawler) search engines when indexing web sites with faceted navigation. Faceted navigation provides users with the technique for accessing a collection of information represented using a *faceted classification*, allowing users to explore catalogs by progressively filtering available information.

**Targeting Diagnostic Tool.** The FAS provides a mechanism allowing end users to specify business rules that regulate what, how and where the FAS system retrieves and presents content. FAS integrates a third party rule engine that infers rules at run time. Nevertheless, employing a third party library has the limitation that the FAS system cannot easily track how the rule engine works. For this reason, we introduce a diagnostic tool (run time monitor) component to provide the capability to access information about particular inferencing and provide corresponding debug information such as if and why a particular business rule did/did not allow displaying of expected/unexpected information.

**Test System.** At Fredhopper, the test system is part of the FAS’s architecture. It ensures the FAS’s quality during its implementation and testing phases. A more detailed description of the test system has been provided in Section 6.2.

[^1]: [http://searchenginewatch.com/3483941](http://searchenginewatch.com/3483941)